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ABSTRACT 
Maximum  search engines use only the search keywords for searching. Due to the ambiguity of semantics and 

usages of the search keywords, the results are noisy and many of them do not match the user’s search goals. In 

general the search keywords are used by multiple search engines for searching. Semantics may be produce 

ambiguous and noisy results, which may result in non-matching search target. Here we shall discuss a  two methods 

that shall filter the results in such manner that the results are well arranged and more intensive.We have two 

methods Decision Tree Based Technique and the new method shall make use of the page rank along with count of 

the search words that increase the weight age of the page URL. 
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I. INTRODUCTION  

Growth of  number of websites, the page 

size and the number of pages has increased more 

Frequently. There is a necessity to upgrade the search 

engines. There are two types of methods prevailing in 

the market on which the search engines work, one is 

Page Rank and other is HITS. Page Rank is used by 

Google to display the results of the query; while HITS 

is used in Clever System of IBM. A search query is 

entered by the user in the hope of desired results. Since 

the searched keyword or phrase may have several 

meanings and usages, many 

unwanted results are expected to be present in the 

search results returned by the search engine. Even if the 

results displayed correspond to the correct meaning of 

the phrase, still many unwanted and irrelevant results 

are expected. Moreover, a search 

result for a given search query might be relevant for 

one user and irrelevant for another. Thus there is a need 

of a user-centric search, which sorts results according 

to user specific search goals. 

The PageRank algorithm, introduced by Page et al. 

[4, 5], precomputes a rank vector that provides a 

priori“importance” estimates for all of the pages on the 

Web.The vector is computed once, offline and is 

independent of Search Query. At query time, these 

importance scores are used in conjunction with query 

specific IR scores to rank the query results. PageRank 

has a clear efficiency advantage over the HITS 

algorithm, as the query-time cost of incorporating the 

precomputed PageRank importance score for a page is 

low. 

Many web search engines use only keywords as 

queries.The users type in the search query hoping that 

they will get the desired results . Since the searched 

keyword or phrase may have several meanings and 

usages, many unwanted results are expected to be 

present in the search results returned by the search 

engine. Even if the results displayed correspond to the 

correct meaning of the phrase, still many 

unwanted and irrelevant results are expected. 

Moreover, a search result for a given search query 

might be relevant for one user and irrelevant for 

another. Thus there is a need of auser-centric search, 

which sorts results according to user specific search 

goals. 

II. MATERIALS AND METHODS  
We have two approaches  – 

1. Using decision tree approach. 

2. Using word count approach .  

1.Using decision tree approach 
This approach follow  below 8 step for  filtering 

relevant result. 

Step 1. User Training 

Step 2. Inferring knowledge from the Training set 

Step 2.1. Gathering Information from the Training 

Data 

Step 2.2. Data Cleaning 

Step 2.2.A. Filtering words of minimum length 

Step 2.2.B. Removing parts of speech and 

inappropriate Words 

Step 2.3. Decision Matrix 

Step 2.4. Decision Tree 
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2. Using word count approach 
The approach we are focusing over here is 

explained here. 

1. The initial URL set is composed of the hot 

websites selected manually. These URLs are saved 

in the database and loaded into URL queue when 

the program starts. 

2. The structured information is acquired by 

matching web content with keywords. New URLs, 

such as, the next page URL of the list, or the URL 

of each post, can also be extracted from the 

content.  

3. The crawler displays pages based on the word 

count retrieved from the page URLs. The display 

is updated incase of recrawl. The structure for new 

Crawler is prepared in this manner:- 

3. Get the word count for the page for which the 

keyword was supplied. 

4. Save the record in the database. 

5. Search for the phrase in the application by 

specifying in the search box. 

6. It will now search for the whole phrase first. 

7. Arrangement shall be done of the URLs in the 

order of the word count i.e. descending form. 

8. Now first remove all those words that form part 

of the sentence. 

9. Then retrieve all those URLs that contain those 

parts of the phrase that are not there in the list 

above mentioned. 

10. The results of this word search shall again be 

displayed in the descending form of the word 

count which was attended at the training 

time.saved in the database and loaded into URL 

queue when the program starts.The structured 

information is acquired by matching web content 

with keywords. New URLs, such as, the next page 

URL of the list,or the URL of each post, can also 

be extracted from the content.The crawler displays 

pages based on the word count retrieved from the 

page URLs. The display is updated incase of 

recrawl.The structure for new Crawler is prepared 

in this manner. 

 

III. IMPLEMENTATION DETAILS OF 

DECISION TREE APPROACH 
The Search bot is a middleware between an existing 

search engine and the user. The search bot fetches the 

search results from a search engine, analyzes and filters 

the results, and displays the relevant results to the user. 

So an existing search engine like Google, Yahoo etc. 

can be used to fetch the regular search results. 

Application Programming Interface (API) can be used 

to fetch the search results into the search bot.The 

search bot can be developed in a .net framework. The 

tool used to test the results of the proposed technique 

was developed in Microsoft Visual Studio 2010. A 

database or a data store is used to handle the storage of 

data for the search bot. The user profiles, training data, 

knowledge representation and inference structures are 

stored here. SQL server 2008 was used in the test 

application for this purpose. Active Data Objects 

(ADO.net) was used for integrating the application 

with the database. 

 

IV. IMPLEMENTATION DETAILS OF 

WORD COUNT APPROACH 

 word count approach The crawler shall be training the 

system for the results to be shown. The whole process 

can be described in following steps: 

1. The user has to train the system for the search 

results.  

2. Supply the URL’s along with the keyword 

to search for in the page. 

3. Get the word count for the page for which 

the keyword was supplied. 

4. Save the record in the database. 

5. Search for the phrase in the application by 

specifying in the search box. 

6. It will now search for the whole phrase first. 

7. Arrangement shall be done of the URLs in 

the order of the word count i.e. descending 

form. 

8. Now first remove all those words that form 

part of the sentence. 

9. Then retrieve all those URLs that contain 

those parts of the phrase that are not there in 

the list above mentioned. 

10. The results of this word search shall again 

be displayed in the descending form of the 

word count which was attended at the 

training time. 

 

V RESULTS & DISCUSSION 
These screen shots show result of word count 

approach. 
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Figure1: System Training Screen 

 

 
Figure 2: Shows one of the search result screen 

 

 
Figure 3: Shows the search result of “a day” 

 
VI. CONCLUSIONS 
This paper looks into two techniques which can be 

used to sort the search results according to user’s 

search goals. Explicit feedback, in form of User 

Training is given to the system. The system fetches the 

search results from an existing searching system, which 

gives search results on the bases of keywords in the 

search query. These techniques then filters these search 

results according to the user’s requirements for the 

search query. Thus the search results that are finally 

displayed to the user are first filtered according to the 

keywords in the search query, and then according to the 

user’s requirements from the search query. Both 

techniques delivers high accuracy in filtering and can 

improve its accuracy while usage.  If the user is 

reluctant to explicitly train the system, implicit 

feedback will filter 

the results to some extent.  
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